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The Heisenberg exchange parameters for the Heusler com-
pound Co2NiGa with L21 structure were calculated using
the Korringa–Kohn–Rostoker method and by employing
the magnetic-force theorem to obtain the total energy
changes associated with the local rotation of magnetiza-
tion direction. The crystal structure was subjected to pres-
sure and the corresponding dependence of the magnetic
exchange couplings were determined. Curie temperatures
obtained by applying mean field theory (MFT) reveals a
slightly nonlinear decrease with pressure and it is related
to the changes of the magnetic moment and the electronic
density of states. Further investigation of the pressure de-
pendence of the Curie temperature and magnetization
suggests that this particular compound is a weak itinerant
ferromagnet. Analysis of the magnetic properties of the
Co2NiGa compound using Monte Carlo simulations reveals
a significant effect of pressure on the magnetization and
magnetic susceptibility of the structure. The spin dynam-
ics was modeled by applying the Landau-Lifshitz-Ginzburg
equation to a Heisenberg Hamiltonian. The magnon spec-
tra along the [100] direction is obtained through the Fourier
transform of the dynamic correlation function for the pre-
defined set of exchange parameters and pressure. We find
a large dependence of the magnon dispersion relation with
pressure and in particular of the magnetic excitations gap.

1 Introduction

Heusler alloys are magnetic multi-component intermet-
allic alloys with XYZ (half Heusler) or X2YZ (full Heusler)
stoichiometries. These alloys are based on the face-cen-
tered cubic structure with half Heusler alloys having the
C1b structure and full Heusler alloys having the L21 struc-

ture, although in some cases the latter can also exist
– as a result of a disorder transition – in the B2 struc-
ture. These alloys can be metallic or even semiconduct-
ing, although most of them are half-metallic. The half-
metallicity relates to the fact that many of these alloys
have a significant population of uncompensated elec-
trons between the minority and majority spin states at
the Fermi energy. Due to these localized or itinerant elec-
trons, ground states can present many different physical
properties with several complex forms such as ferromag-
netism or antiferromagnetism. Owing to their complex
magnetic behavior, these alloys possess specific proper-
ties that make them immensely interesting in the field of
actuation, sensing and spintronics, among other applica-
tions [1–4].

In addition, some Heusler alloys exhibit a structural
phase transition. This transition sometimes, correlates
with changes in the magnetic state [5] that can be con-
trolled by the application of a magnetic field and/or
temperature (magnetic shape memory effect). In ferro-
magnetic shape memory (Heusler) alloys (FSMAs) exter-
nal magnetic fields and/or stress/temperature can trig-
ger a thermoelastic structural – martensitic – transition
from the high temperature austenite phase, which usu-
ally has cubic symmetry, to the low temperature marten-
sitic phase, always of lower symmetry than the austenite
phase and often of tetragonal symmetry in Heusler FS-
MAs. In some FSMAs, large magnetic entropy changes as-
sociated with the martensitic transformation can result
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in significant inverse magneto-caloric effects and a large
dependence of the Curie temperature with respect to the
applied pressure [6]. This property is of great importance
for applications such as cooling and heating devices, ac-
tuators and sensors [7, 8].

The family of Co2 Heusler ferromagnets (HF) is one
of the most interesting classes of materials for spintronic
applications [9]. This is mainly due to the ability of these
materials to make good ferromagnetic contacts which
act as polarizers for the transported spins. These mate-
rials possess good spin polarization at the Fermi level, an
important property for spin transport. It is of great inter-
est to explore the possibility of full HF with stoichiometry
X2YZ having this electronic property.

Many of the alloys discussed above also possess high
Curie temperature, which makes them of relevance in
new magnetic devices. To integrate Heusler alloys to the
main-stream devices, there is an on going need to under-
stand the origin of the reduction in the idealized 100%
spin polarization at finite temperature or stress. It is,
therefore, of great importance to see the effect of ther-
mal excitations (phonons, magnons, etc), due to temper-
ature or pressure, on the different properties of these
alloys. On the other hand, due to the half-metallicity
of some of these systems, the electron population and
hence the electronic properties of these alloys can be
modified by the application of external fields. Also, pro-
cesses involving magnons (electron-magnons, magnon-
magnon scattering, phonon-magnons and thermal exci-
tation of magnons) are believed to strongly contribute to
the decay of the spin polarization with temperature.

Special technological attention has been paid to sep-
arate class of functional materials based on Co2Ni(Ga,Al)
alloys, as these can be reversibly controlled both in shape
and size by the application of mechanical stresses [10]
or magnetic fields [11]. The martensitic transition is ac-
companied by a one-way or two-way shape memory ef-
fect and superelasticity making them very promising for
magnetically controlled devices like actuators, sensors as
well as active structures. There are several literature re-
views and research papers on the electronic and struc-
tural characterization of this material [10–12], but only
few take into account the magnon contribution. In par-
ticular, the authors did not find any work considering
the magnon contribution to properties of Co2NiGa alloy,
including the effects of pressure. As will be seen below,
understanding the effects of pressure on the properties
of this alloy system is not only scientifically relevant but
also it allows us to correlate changes of the magnetic mo-
ment as function of pressure to the volume magnetostric-
tion through a Maxwell relation [13].

Figure 1 (online color at: www.ann-phys.org) Cubic crystal struc-
ture of Co2NiGawith space group no. 225, Fm3m. Every atom in the
unit cell occupies a face centered cubic (FCC) sub-lattice.

The focus of this paper is to reveal some of the mag-
netic properties of Co2NiGa dependence with respect to
pressure and to correlate them with magnetostriction
and temperature. We try to embody different methodolo-
gies into a series of calculations that study the magnetic
changes of a L21 structure alloy and to develop a coher-
ent picture of the magnetic changes as function of the
electronic and thermal properties.

This paper is divided as follows: Sect. 2 gives a discus-
sion of some theoretical tools used in our calculations,
proper references are included. Section 3 presents the
computational details used for the data we are develop-
ing in Sect. 4. In particular, Sect. 4 describes the magnetic
properties of this system as function of pressure as well
as the magnon spectra along the [100] direction. Section
5 finishes up this work by describing the conclusions and
the ongoing efforts to improve the understanding of the
magnetic changes along structural phase transitions in
Heusler alloys.

2 Formalism

The structural properties were obtained from a density
functional theory (DFT) calculation as implemented in
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the software VASP [14, 15] and the magnetic exchange
coupling constants for Co2NiGa alloy were obtained us-
ing the SPRKKR package [16–18]. The SPRKKR method
is based on a Green’s function approach. These func-
tions are determined by treating the solid as a multi stray
system. The perturbing potentials for each atom are as-
sumed to be spherically symmetric without overlapping
(atomic sphere approach, ASA). The equations describ-
ing the electronic properties are based on the solution of
the Dirac equation with relativistic contributions, which
are important for magnetic systems.

The magnetic exchange interaction constants Ji j

have been determined by mapping the problem onto a
classical Heisenberg model:

H =−1
2

∑

i ̸= j
Ji j mi ·m j (1)

where i and j are atomic indices, Ji j represents the mag-
netic exchange coupling and m are the unitary local mag-
netic moments. Ji j are calculated using ab initio calcu-
lation based on the KKR method. This method employs
the magnetic-force theorem to calculate the total energy
changes associated with the local rotation of magnetiza-
tion directions using the formulation proposed by Licht-
enstein [19]:

Ji j =
1

4π

∫ϵF

ImTrL{∆i T̂ i j
↑ T̂ i j

↓ }dϵ. (2)

where ∆i is the difference in the inverse single-site scat-
tering matrices for spin up and spin down electrons. TrL

denotes the trace over the product of the scattering ma-
trices with respect to the orbital L and T̂ is the scattering
path operator. Using the magnetic exchange parameters,
within the mean-field approximation (MFA), the Curie
temperature of the system is obtained as [20, 21]:

3
2

kB T MF A
c =

∑

ν
Jµνm,0〈e

ν〉 (3)

and

Jµνm,0 =
∑

R ̸=0 when µ=ν
Jµνm,0R (4)

In equation (4), the magnetic exchange parameter
Jµνm,0 is obtained by summing all exchange parameters in-
volving the sublattices µ and ν, including all equivalent
sublattices ν translated by lattice vector R , except when
µ= ν in the first unit cell (R = 0).

Rewriting these equations, we have the following
eigenvalue problem:

(Θ−T I )E = 0,
3
2

kBΘµν = Jµνm,0 (5)

where Jµνm,0 is the magnetic exchange parameter between
sublattices µ and ν, kB is the Boltzmann’s constant, I is
the identity matrix, Eν = 〈eν〉, where 〈eν〉 is the average
z component of the unit vector, 〈eνR〉. The Curie tempera-
ture of the system corresponds to the largest eigenvalue
of Θ [20, 21].

From the Heisenberg Hamiltonian, the effective inter-
action field experienced by each atomic moment Bi is
calculated as,

Bi =− ∂H
∂mi

. (6)

This equation gives the average field felt by the mag-
netic moments due to the presence of the others. By in-
cluding different ranges of the magnetic exchange cou-
pling, in principle, this Hamiltonian can capture the mag-
netic structure in great detail. In fact, the results are very
close to that obtained in an electronic structure code, un-
less some specific electronic transfer could occur, which
is not captured by the assumption of constant magnetic
exchange couplings.

The Heisenberg model in Eq. 1 can be Fourier-trans-
formed by using the periodicity of the lattice, such that

m(q) = 1
N

∑

n
mne−i q·Rn (7)

J(q) =
∑

n
J0n e−i q·Rn (8)

where q corresponds to a reciprocal lattice vector. Thus
we obtain

H =−N
∑

q
J(q)m(q) ·m(−q) (9)

where the magnitude of the local magnetic moment
needs to be guaranteed. This condition is fulfilled by a
periodic solution with given perpendicular unitary vec-
tors, which describe a spiral spin density wave (SSDW).
The propagating excitation maximizes the magnetic ex-
change coupling along a specific q. In general, at low tem-
peratures, these collective excitations can be excited in a
magnetic crystal, with the main feature being a quadratic
dispersion close to the Γ point.

Usually, the dependence of magnetic excitations are
calculated from first principles, by using the “frozen-
magnon” approach. This approach relies on rigid spiral
rotations of the magnetic moments and their effect on
the energy changes. This approach has two main draw-
backs. First, it is computationally very expensive and de-
pending on the q, a large supercell is required. Second, it
relies on the harmonic approximation of the energy with
respect to the rotation of the magnetic moment.
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Another approach is to consider the autocorrelation
function of the magnetic moments of a dynamically-
correct system. For such purpose, a dynamical set of
equations for the magnetic moments are considered and
the magnetic configuration is autocorrelated for a large
number of iterations. The dynamical structure factor can
be obtained from the time-dependent Fourier transform
of the average magnetic moment-magnetic moment cor-
relation function,

C (r′, t ′) = 〈m(r, t ) ·m(r+r′, t + t ′)〉, (10)

This quantity is a good measure of the structure and equi-
libration of the spin system. In order to evaluate the spin
wave excitations, one may calculate S(q,ω) by perform-
ing a space and time Fourier transform of the spin-spin
correlation, also called dynamic structure factor,

S(q,ω) =
∫

dre−i q·r
∫

d t eiωtC (r, t ) (11)

Now, if the rotation of the magnetic moments have
an oscillatory behavior, the magnetic moment direction
will be correlated and it will come as a feature in the dy-
namical structure factor. Sharp peaks in this quantity in-
dicates the existence of well-defined excitations, that cor-
respond in turn to the magnons.

The temporal evolution of the atomic spins at fi-
nite temperature is modeled using Langevin dynamics,
through the phenomenological coupled stochastic dif-
ferential equations discussed by Landau-Lifshitz-Gilbert
(LLG) [22, 23]. This description is valid as long as the
wavelength is large compared to the lattice parameter.
Within this approximation, a fixed length magnetization
vector precesses in response to an applied magnetic field,
which tries to rotate it.

dmi

d t
=−γmi × [Bi +bi (t )]−γ

α

m
mi × (mi × [Bi +bi (t )]).

(12)

In this expression, γ is the the electron gyromagnetic
ratio, and bi is a stochastic magnetic field with a Gaus-
sian distribution, the magnitude of which is related to
the temperature and the phenomenological damping pa-
rameter α, which eventually brings the system to ther-
mal equilibrium. This approach has been recently imple-
mented in the software atomistic spin dynamics (ASD)
[24, 25]. On the right-hand side of equation Eq. (12) the
first term corresponds to the torque driving precessional
magnetization motion around the effective field, and the
second term expresses the friction torque. Studies have
revealed that Gilbert magnetic damping is an intrinsic

property in ferromagnetic metals, as well as magnetic
moment or resistivity if one excludes any other extrin-
sic influences, e.g. magnetic inhomogeneities and two-
magnon scattering [26, 27]. Nowadays, magnetic damp-
ing is predicted from theoretical expressions and com-
bined with first-principle band structure calculation [28].

3 Computational details

Our investigations have been carried out in the frame-
work of density functional theory using the plane wave
code VASP [14]. The electron ionic core interaction has
been accounted for by applying the PAW method [15] and
the exchange correlation energy has been expressed us-
ing the GGA exchange-correlation potential of Perdew,
Burke, and Ernzerhoff [29]. All calculations have been
performed under the Local Spin Density Approximation
to account for the spin density distribution. For the
Brillouin-zone sampling, we use a 13×13×13 Monkhorst-
Pack k-point mesh. The energy cut-off was chosen to be
470 eV. With these fixed variables a very good energy con-
vergence has been observed. After the ground state struc-
ture has been obtained, a sweep over a range of pressure
values was performed and the compressibility curve was
adjusted accordingly. The equation of state defining the
relationship between pressure and the volume has been
used in the proceeding calculations, as well as the opti-
mized VASP structural parameters.

The unit cell from the previous calculations have
been used to perform calculations with spin polarized
relativistic Korringa-Kohn-Rostoker (SPRKKR) [16, 17]
software to fix unit cell. Atomic sphere approximation
(ASA) geometry is considered for the charge density and
potential. This package allows the calculation of elec-
tronic structure of arbitrary three-dimensional periodic
systems. The exchange correlations used in this step cor-
responds to the same functional used in the VASP cal-
culations. The calculated electronic density of states us-
ing both the codes agree well with each other and re-
veal the identical physical picture of the system. We have
also made sure that the parameters used in the SPRKKR
calculation corresponds closely to the ones used in the
VASP calculation e.g. same exchange correlation, a large
number of K points and the spin polarization. In the
SPRKKR calculations, the angular momentum expansion
was truncated after lmax = 3 component. 500 k-points
have been chosen using the special points method and
accordingly, for each pressure, the Wigner-Seitz radii (in
Å) has been chosen. The effect of pressure has been taken
into account by changing the volume according to the fit-
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ted equation of state and using the initial cell parameter
optimized from the VASP code. The exchange parameters,
Ji j , for ground state structures and structures under pres-
sure, have been calculated using the method outlined in
the previous section.

The calculated magnetic moments and the exchange
couplings have been used to determine the spin changes
as function of time using the spin dynamics code (ASD).
The time evolution of the spin dynamics has been ex-
plicitly simulated by treating the equation of motion
for the atomic magnetic moments. The central entity
of the technique are the microscopic equations of mo-
tion for the atomic moments, mi Eq. (12), in an effec-
tive field Bi Eq. (6). The isotropic exchange interactions
have been treated by introducing the classical Hamilto-
nian Eq. (1). In order to study the L21 structure Co2NiGa
along the [100] direction, a supercell of 150 × 10 × 10
cell with periodic boundary conditions, encompassing
60000 atomic spins and four different pressure values
(P = 0,6,12,18 GPa). The 150 cells guarantees to sample
150 q along the [100]. We have considered 5 unit cells
in other directions to be able to describe the correct de-
cay of the magnetic exchange couplings with neighbors
along those directions. In the initial step of the simula-
tion, the spin systems have been equilibrated with a heat
bath at T = 100 K, with damping term α = 0.01 for pres-
sures smaller than 6.0 GPa and α = 0.001 for larger pres-
sures. The dynamical structure factor S(q,ω) has been ob-
tained from calculations performed with a time interval
of 10.0 ps and time step of 0.5 fs.

The choice of the damping parameter has been based
on the values reported for similar Heusler alloys [30]. The
dependence of the damping parameter with increase in
pressure is not exactly known but it has been found that
there is a strong relation between the electronic DOS
with the damping value. The correlation between damp-
ing parameter and density of states is given through the
expression: α ∝ ξ2D(EF ) [31], where ξ is the spin-orbit
coupling parameter for the d-band and D(EF ) is the total
density of states in the Fermi energy, EF [32]. The correla-
tion between α and D(EF ) has been never investigated
experimentally but using our calculated DOS, we can
modify the damping value accordingly. Several studies
have suggested that the Co2YZ full-Heusler alloy can ex-
hibit a low damping constant because these alloys show
soft magnetic properties, probably owing to low orbital
magnetic moment [32–34].

Other than describing the spin dynamics, we have
also extended this study to calculate the effect of magne-
tization with change in temperature and pressure. Such
calculation can be realized by using Monte Carlo simula-
tions. In these simulations, the Hamiltonian describing

the energy of the system is given by the modified Pott’s
model [35–37]

H =
∑

i
Ji j (2δSi S j −1) (13)

where Ji j is the magnetic exchange parameter between
an atom i and its neighbor j , Si is the spin state of an
atom i . Three spin states for Co atoms and two spin
states for Ni atom has been considered in these simula-
tions. Since Ga atom is non-magnetic, all the interactions
with the Ga atoms have been neglected. The simulation
domain consists of a total of 8192 atoms, with 4096 Co
atoms, 2048 atoms of Ni and Ga each. The system is equi-
librated for 30,000 Monte Carlo steps (MCS) and then
simulation is continued for another 30,000 MCS for data
collection. The details of the Monte Carlo technique can
be found here [37]. At any given temperature, the mag-
netization and magnetic susceptibility of the system is
given by

m = 1
∑n

i Ni

(
n∑

i

qi N i
max −Ni

qi −1

)

(14)

χm = 1
kB T 2 [〈m2〉−〈m〉2] (15)

where Ni is the total number of magnetic atoms of type i ,
N i

max is the total number of identical magnetic states of
i atom, T temperature of the system and kB is the Boltz-
mann’s constant.

4 Results

The Co2NiGa has a cubic crystal structure L21 with four
interpenetrating face-centered cubic sub-lattices with
Wyckoff positions defined perfectly by symmetry as
(0,0,0) (1/2,1/2,1/2), (1/4,1/4,1/4) and (3/4,3/4,3/4). The
crystal structure is illustrated in Fig. 1. The equilibrium
cell parameter has been reported in Table 1, which agrees
well with the values previously reported [12]. The bulk
modulus has been calculated to be 180.2 GPa, which is
in good agreement with previous results [12] and also
in close agreement with similar Heusler allows such
as Ni2MnGa 156 GPa [38], Ni2CoGa 194.5 GPa a [39],
Fe2NiGa 146 GPa [40]. Table 1 also reports the next near-
est neighbor distances between different atoms in the op-
timized unit cell. The pressure dependence reveals a non
linear decrease in the lattice parameter.

The structural dependence on pressure is character-
ized by the compressibility factor, which has been found
to be a = 5.457×10−3 GPa−1, where the relation between
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Table 1 Structural and electronic parameters of Co2NiGa. P corresponds to pressure, a to the equilibrium lattice parameter, Tc to
the Curie temperature derived by two different methods: mean field theory (MFT) and Monte Carlo simulations (MCS).

P (GPa) a (Å) Distance (Å) Polarization Tc (K)
(MFT)

Tc (K)
(MCS)

Co–Co Co–Ni Ni–Ni

0.0 5.693 2.847 2.449 4.026 –0.529 395 405

6.0 5.634 2.817 2.423 3.984 –0.533 342 340

12.0 5.583 2.791 2.401 3.947 –0.493 319 310

18.0 5.539 2.769 2.382 3.916 –0.568 272 265

Figure 2 (online color at: www.ann-phys.org) Total
electronic density of states of Co2NiGa for different
applied pressures. Energy is reported with respect
to the Fermi energy.

the lattice parameter and the applied pressure is given by
the following expression:

V −V0

V0
=−aP +bP2 (16)

where V0 is the volume of the unit cell at ambient pres-
sure and a is the compressibility factor. The compress-
ibility factor obtained in our calculations is of the same
order of magnitude as reported for Ni2MnGa (8.64×10−3

GPa−1) measured using experimental techniques [41]. As
pressure increases, the atomic distances decreases, as
shown in Table 1. This decrease of interatomic distances
increases the atomic density overlap and decreases the
magnetic moment and the Curie temperature of the sys-
tem, as will be seen below.

In relation to the electronic properties, the electronic
density of states and the contributions from the different

atomic elements in the Co2NiGa alloy is reported in Fig. 2.
The atoms which contribute the most to the electronic
density of states at the Fermi energy are Ni and Co, with
cobalt being the dominant one. As expected, the elec-
tronic DOS at the Fermi level is dominated by d-states.
Our analysis suggests strong hybridization between the
d-states of Co and Ni close to the Fermi level, as shown
in an earlier publication by some of the present authors
[12].

The polarization increases possibly due to the differ-
ence in the hopping electronic rate between different
electron channels. The hopping is estimated by integrat-
ing the d-character over the occupied bands per channel
for Co. Our results go from 4.37 (3.38) e− at 0 GPa, 4.33
(3.41) e− at 6 GPa, 4.31 (3.41) e− at 12 GPa to 4.25 (3.48)
e− at 18 GPa for the majority (minority) spin channel. At
low pressures both channels change slowly, while after
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Table 2 Atomic magnetic moments and exchange magnetic couplings Ji j for Co2NiGa alloys as a function of pressure. Subindex J1,
J2, J3 correspond to the exchange couplings for first, second, third nearest neighbors pairs.

Ji j (meV)

P mCo mNi mGa Co–Co Co–Ni Ni–Ni

(GPa) (µB ) (µB ) (µB ) J1 J2 J3 J1 J2 J3 J1 J2 J3

0.0 0.935 0.474 -0.067 3.91 0.75 -1.22,
2.12

4.19 0.19 0.08 -0.06 0.11 0.03

6.0 0.873 0.465 -0.062 3.26 0.69 -1.38,
2.05

3.63 0.18 0.05 -0.08 0.12 0.03

12.0 0.849 0.458 -0.059 3.12 0.70 -1.28,
1.82

3.43 0.18 0.04 -0.07 0.12 0.03

18.0 0.831 0.454 -0.055 2.28 0.86 -0.79,
1.06

2.90 0.17 0.01 -0.07 0.12 0.04

12 GPa the change is much larger. This can be correlated
with the changes in the magnetic moment for Cobalt and
the change on the total polarization. The change in this
integral for the case of Ni is much smaller. From close in-
spection of the ground state results, there is a large differ-
ence between the majority and the minority states at the
Fermi level, giving rise to a significant polarization. The
spin polarization is defined as (Ni −Nd )/(Ni +Nd ), where
Ni (Nd ) is the spin population of the majority (minor-
ity) spin at the Fermi energy and it is reported in Table 1.
In case of Co2NiGa, the polarization is negative, which
is typical for cobalt and nickel based alloys due to their

small density of states at the Fermi level [42]. As pressure
increases, the polarization becomes more negative, from
−0.53 at 0 GPa up to −0.57 at 18 GPa. Overall, as pressure
increases, the overlap between neighbor atoms is also in-
creased, there is a charge transferred from the d-orbitals,
which become less localized and is responsible for the
change in the magnetization. At the same same time, the
charge transferred is not uniform between the two chan-
nels and the polarization is increased. From Table 1 it can
be seen that the trend of increased polarization at larger
pressures is broken at 12 GPa, where the polarization de-
creases again, only to become larger at higher pressures.

Figure 3 (online color at: www.ann-phys.org) Mag-
netic moment dependence as function of pressure
for Co2GaNi for every one of the atomic compo-
nents and the total magnetization in the primitive
cell.
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Figure 4 (online color at: www.ann-phys.org) Magnetic exchange
couplings of Co2NiGa as function of pressure. (a) Co–Co (b) Co–Ni
(c) Ni–Ni (d) Co–Ga.

We were unable to define a simple functional form to de-
scribe the dependence as it was done for the case of tem-
perature [43].

A better insight into the inflections seen in the pres-
sure dependence of polarization (as well as other mag-
netic properties, as will be seen below) can be obtained
by examining the evolution of the majority channel of
the total electronic DOS (Fig. 2) as a function of pressure.
According to the calculations, from 0 GPa up to about
12 GPa the slope of the density of states (dn(E)/dE )
at the Fermi level EF is negative and the majority elec-
tronic density at EF increases as pressure increases. On
the other hand, when the pressure goes past 12 GPa,
the slope of the electronic DOS is negative and the
prominent peak of the majority channel close to EF

is further displaced to higher energies. As mentioned
above, the greatest contributor to electronic states at the
Fermi level is the d-band of Co atoms. It thus seems
that the qualitative changes in the majority channel of

Co (consisting mostly of d electrons) is mostly responsi-
ble for the rather significant changes in polarization in
the vicinity of 12 GPa. As will be seen below, similar in-
flections can be observed in other magnetic properties.

The static magnetic properties have been character-
ized by means of two different observables, the magnetic
moment shown in Fig. 3 and magnetic exchange cou-
plings in Fig. 4. The magnetic moment of Co and Ni
(1.14 µB and 0.535 µB , respectively) have been found to
be small compared with other transition metals but sim-
ilar to the values reported in the literature for other Ni
and Co based Heusler alloys e.g. in Ni2CoGa, the mag-
netic moments are Ni 0.14µB and Co 1.58µB [44], in
Co2VGa the local magnetic moment for Co is 1.05µB [45].
These results suggest that due to the Ni–Co hybridization,
the electronic charge is redistributed and the electrons
become more metallic and less localized. It has been
recognized that for half metallic systems, the total spin
magnetic moment scales as the number of valence elec-
trons and follows the Slater-Pauling behavior, M = Z −24,
where Z is the valence number of electrons and M is the
total magnetic moment of the unit cell [46]. For Co2NiGa
alloy, Slater-Pauling equation gives M = 7µB but this
value is very large compared to the calculated magnetic
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moment of 2.75µB using ab-initio calculations. This dis-
crepancy is due to the Ni–Co hybridization, which de-
creases the number of available localized electrons thus
decreasing the real magnetic moment. A close inspection
of the electronic DOS shows that this system is not re-
ally half metallic, although the population in the major-
ity channel at the Fermi level is rather small compared to
that of the minority states. It is interesting to note that
this behavior has been reported for other nickel based
Heusler alloys [46].

The behavior of the magnetization as function of pres-
sure is shown in Fig. 3. As pressure increases, the inter-
atomic distance decreases (Table 1). In general, the mag-
netic moment decreases with an increase in pressure due
to an increase of the atomic overlap, when atoms become
closer to each other. The calculated magnitude of the
magnetization has been reported in Table 2, which shows
a decay of the magnetic moment of cobalt by almost 10%
(see Table 1). In case of nickel, the decrease is less than
5% and negligibly small in case of gallium. Overall, the
magnetization within the unit cell decreases almost by
12.5% with change in pressure of 18 GPa. This change is
mostly the result of electron delocalization in cobalt as
it is the greatest contributor to the electronic DOS at the
Fermi level. From a macroscopic point of view, this de-
crease in magnetization with pressure is also consistent
with positive isotropic magnetostriction, as given by the

Maxwell relation
(
∂V
∂H

)

P,T
=−

(
∂M
∂P

)

H ,T
[13].

The magnetic exchange couplings, J , have been re-
ported in Fig. 4 and some important values are listed in
Table 2. The largest couplings correspond to Co–Co and
Co–Ni interactions, followed by Ni–Ni, which are an or-
der of magnitude smaller. Interactions between Co and
Ga are negligible and are not expected to affect the mag-
netic properties of the system in a noticeable manner.
The calculated J have been found to be of the same or-
der of magnitude as reported in the literature for other
Heusler structures, e.g. for Fe2CoGa, J Fe–Fe

1 = 18 meV and
J Fe–Fe

2 = 1 meV [40]. The larger magnitude of the interac-
tions in the Fe-based Heusler system can be attributed
to the larger magnetic moment of Fe leading to strong
Fe–Fe interactions. Our results also agree well with the
experimental and calculated values of Co2MnSi [47, 48].
The Curie temperature for Co2MnSi has been found to be
small, in accordance with our results, showing a similar
dependence of the magnetic couplings. In general, the
magnetic exchange couplings decay with distance. The
Co–Co interaction decays slowly but vanishes after the
fifth next neighbor. The fourth next nearest neighbors are
weakly anti-ferromagnetic as compared to the neighbor-
ing shell interactions. In the case of Co–Ni, the decay is

much faster than the Co–Co interaction but the magnetic
coupling is almost as strong, at least for the closest neigh-
bors. As mentioned earlier, the Ni–Ni interaction is an
order of magnitude smaller than the Co–Co interaction.
In this case, the nearest neighbor interactions are anti-
ferromagnetic while other interactions are ferromagnetic
in nature.

The nearest neighbor interaction parameter, for all
the atoms, has been found to be always the strongest
except Ni–Ni. and these interactions are comparable to
some and smaller than other Co-based Heusler com-
pounds [49]. In any case, the strength of the interaction
depends on the magnitude of the local magnetic mo-
ment. The effect of pressure is most dominant on the
nearest neighbor couplings. The variation of coupling
parameters has been found to be uniform with respect
to the pressure except for the Co–Co coupling, in which
case the second nearest interaction parameters does not
vary, while the first and third neighbor coupling parame-
ters change non-uniformly (the ferromagnetic coupling
changes from almost 2.0 meV to 1.0 meV up to 18 GPa,
while the changes in the antiferromagnetic coupling is
much smaller). Again, this drastic change in the strength
of the ferromagnetic coupling in Co past 12 GPa can be
related to the qualitative changes of the electronic DOS
of the majority channel close to the Fermi level (see Fig. 2
and related discussion).

The calculated values of the total magnetic moment
are small, so the Curie temperatures are also expected to
be small compared with localized magnetic systems, in
which TC can be higher than 600 K. These results corre-
late well with the small electron localization described by
LSDA calculations. The Curie temperature is large in case
the localization is large and there is a good chance that
LSDA may not be able to describe the strong correlation
contributions correctly. Some specific values have been
reported in Table 1 and the total pressure dependence
can be observed in Fig. 5. One can observe an inflec-
tion in the pressure dependence of TC starting at about
12 GPa. This rapid decrease in TC is due to the weaken-
ing of the first and third Co–Co magnetic coupling pa-
rameters, which are also related to significant changes
in the population majority channel at the Fermi level,
as described above. Figure 5 shows the calculated mean-
field Curie temperatures. These results are close to the
ones reported for Co2VGa and Co2TiAl but much lower
than Co2MnGa, which is close to 700 K. The results of
the Curie temperature from mean field approximation
agree well with the results of the Monte Carlo simula-
tions, which strengthen the reliability of the calculations.
Ignoring the second-order features of the pressure de-
pendence of TC , one can analyze the overall change in TC
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Figure 5 (online color at: www.ann-phys.org) Calculated Curie
temperature of Co2NiGa in a L21 crystalline structure under pres-
sure.

as a function of pressure. Our analysis yields a pressure
dependence of about −0.73 K

kbar . As can be seen in Ta-
ble 3, this value is consistent with experimental measure-
ments of dTC

dP for different Co2XY Heusler systems. The ac-
tual pressure dependence of TC is ultimately controlled
by the electronic properties of the materials, such as d-
band widening and s-d charge transfer [50]. As we dis-
cussed above, higher pressure and shorter interatomic
distances lead to increased overlap and decreased local-
ization, resulting in smaller magnetization. The negative
sign of dTC

dP is also consistent with weak itinerant ferro-

magnets [51]. Notice that dTC
dP has the same sign as d M

dP .
According to the analysis by Takahashi and collaborators
[52], the equality in sign of the pressure dependence of
magnetization and Curie temperature is due to the signif-
icant variation of the magnetic moment with pressure.

The effect of pressure on the Curie temperature and
(saturation) magnetization has been analyzed within the
framework of Stoner-Edwards-Wohlfarth theory (SEW),
where the free energy is expanded as function of the
magnetization with parameters that depend on the vol-
ume change and the temperature [52]. This approach
is valid for strong ferromagnets but not for weak itiner-
ant ferromagnets [57]. According to SEW, d log M

dP = d log Tc
dP .

For weak itinerant ferromagnets, on the other hand, spin
fluctuations need to be considered in the magnetic free
energy expansion and it shows a different dependence of

Table 3 Parameters typical weak itinerant electron ferro-
magnets.

Compounds Tc (K) dTc /dP (K/kbar) References

Co2ZrAl 180 -0.40 T. Kanomata et al. [53]

Co2TiAl 124.5 -0.70 E. DiMasi et al. [54]

Co2TiGa 128 -1.27 T. Sasaki et al. [55]

Co2VGa 357 -0.78 T. Kanomata et al. [56]

Co2NiGa 395 -0.73 This work

the Curie temperature and magnetization with pressure.
Such description has been discussed in the literature, for
example in Refs. [52, 55, 57]. In the case of weakly itin-
erant magnetism, the relationship between the pressure
dependence of the Curie temperature and the pressure
dependence of magnetization is expected to be d log M

dP =
2
3

d logTc
dP . Figure 6 shows a plot of ln(M ) vs. ln(TC ). The

slope of this plot (excluding the two points correspond-
ing to the highest pressures considered, 18 and 20 GPa)
is actually very close to 2

3 , indicating that the behavior of
Co2NiGa is that of a weakly itinerant ferromagnet. This
point is strengthened if we also observe that the mag-
netic moment decreases with pressure as this is mainly
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Figure 6 (online color at: www.ann-phys.org) Interdependence of
Magnetization and Curie temperature for Co2NiGa systems under
increased pressures on a natural log–log scale. The slope of the line
is approximately 2/3, an expected (theoretical) value for ln(M ) vs.
ln(TC ) curve for weak itinerant ferromagnets.
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Figure 7 (online color at: www.ann-phys.org) Normalized magne-
tization and magnetic susceptibility as a function of temperature
calculated using Monte Carlo simulations.

due to the itinerant nature of the d electrons in Co and
Ni.

As mentioned above, we used Monte Carlo simula-
tions to investigate the magnetic properties of Co2NiGa
as a function of temperature and pressure. These calcu-
lations take into consideration the magnetic exchange
constants obtained using the SPRKKR method. As men-
tioned above, the calculated Curie temperatures using
Monte Carlo simulations agreed rather well with the
mean-field approximation, as shown in Fig. 5. The be-
havior of the (normalized) magnetization and magnetic
susceptibility as a function of temperature and pressure
is shown in Fig. 7. The figure shows that pressure has
a significant effect on the temperature dependence of
the magnetic properties of the system. The results indi-
cate, for example, that as pressure increases, the param-
agnetic state is stabilized with respect to the ferromag-
netic phase, decreasing the Curie temperature of the sys-
tem by more than 100 K over 18 GPa pressure change.
The plot of the normalized magnetization also suggests
a non-uniform change with pressure: after a rapid drop
in TC at low pressures, the rate of change of TC with pres-
sure is somewhat arrested, only to become even more
pronounced after about 12 GPa. This seems to be cor-
related to the qualitative changes in the electronic den-
sity of the majority channel close to the Fermi level at
around the same pressure. The plot of the temperature
dependence of the magnetic susceptibility at different

pressures shows similar trends. Closer inspection of
Fig. 7 shows that the Monte Carlo simulations corre-
sponding to 16 GPa actually fall outside the trend ob-
served for the rest of the pressure conditions. This is also
consistent with the calculated TC in which a clear dip at
16 GPa can be observed. At this moment, it is not possi-
ble to determine the reason for this behavior although it
is very likely due to the non-linear behavior of the elec-
tronic DOS at the Fermi level, although numerical issues
related to the calculation of the magnetic couplings can-
not be ruled out.

Figure 8 shows the structure factor dynamic S(q,ω)
along the q-value [100]. The observed excitations corre-
sponding to the two modes or branches. The number of
branches in the spectrum is equal to the number of mag-
netic atoms in the unit cell [58–60], therefore Co2NiGa
has two branches. One of the branches is acoustic and
has zero energy for q = 0, with a q2 dependence for low
q [60, 61]. In Co2NiGa, the acoustic branch is predomi-
nantly of the Co type stemming from the weak interac-
tion between Ni and Ga magnetic moments, a supported
observation from the exchange magnetic couplings and
the atomic magnetic moment (magnon energy is propor-
tional to these two quantities). The acoustic spin wave
mode remains practically undamped for spin-wave mo-
menta in the entire Brillouin zone. On the contrary, the
optical modes feature a finite life-time changing strongly
and non-monotonously as function of the spin momen-
tum [58]. The optical mode exist partially over the Bril-
louin zone along the [100] direction. This can be shown
to be caused by the large density of Stoner (spin-flip) ex-
citations which occur near the average spin-splitting en-
ergy near the Fermi surface. Those excitations are typi-
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cal from weakly itinerant compounds. A prerequisite for
spin-flip scattering is the availability of empty minor-
ity states at the Fermi level, which means a finite polar-
ization. For this reason, a reduction in or lack of avail-
able minority phase space should therefore limit spin-
flip events and slow down the demagnetization after an
ultrafast excitation. Half-metals are a perfect system to
test this hypothesis [62–65]. This behavior has also been
reported for different materials studied such as Ni, Fe
and Co [66–68].

The dispersion curve does follow a cosinusoid depen-
dence with q with a maximum value at q = 0.5 for 0, 6 and
12 GPa (Fig. 8(a–c)). On the other hand, for the magnon
calculations at 18 GPa, the acoustic dispersion follows an
almost linear behavior but with small curvature around
the maximum. After q = 0.5, there is the appearance of
a second magnon branch which is less dispersive and
appears up to values of q = 0.8. Even though, our cal-

Table 4Maximum value of the dynamical structure factor at
q = 0.5 along the [100] direction in the Co2GaNi system.

GPa acoustic
(meV)

optic (meV) difference)

acoustic-opt.
(meV)

0 139.672 205.632 65.672

6 118.474 194.060 75.586

12 122.314 184.802 62.488

18 118.686 161.659 42.686

culations were unable to identify the uniqueness of this
branch, the decay of the acoustic magnon after q = 0.5
occurs in the same interval of q [0,0.5]. The complexity of
the magnon dispersion relation is not smooth, meaning
that it requires several Fourier components to describe
the intimate details.

a) b)

c) d)

Figure 8 (online color at: www.ann-phys.org) Dynamic structure
factor, s(q,ω) of Co2GaNi along the [100] direction for a) 0.0 GPa
b) 6.0 GPa c) 12.0 GPa d) 18 GPa.
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After the pressure is applied, the behavior around the
maximum value of q = 0.5 is smooth and as the pres-
sure increases the trends are clearer. The second branch
is increasing its intensity and at pressures of 18 GPa,
it appears as a non dispersive energy relation. It is ex-
pected that the change of the exchange magnetic cou-
plings should play a very important role and we will ex-
plore this possibility in the near future.

In order to compare the pressure changes induced in
the dynamical structure factor, we report in Table 4 the
energy values at the maximum, which corresponds to q
values close to 0.5. At it can be seen, pressure induces an
increase in the magnon energy and changes in the posi-
tion of the optical branch, which was observed when q
changes from [0.5,1.0].

5 Conclusion

Herewith we report a theoretical study of the structural,
magnetic and spin dynamics of the Heusler alloy
Co2NiGa with the L21 crystal structure under pressure.
We find agreement of all structural and elastic proper-
ties with reported experimental and/or theoretical val-
ues. The compressibility dependence of the volume is
quadratic with the pressure and the coefficients were de-
termined. Based on the obtained equation of states, we
are able to study the changes of the magnetic properties
as function of pressure.

The electronic DOS at the Fermi level is dominated
by d-states, which in turn are contributed mostly by the
cobalt atoms. An analysis of the relative changes in the
populations of majority and minority states at the Fermi
level shows that Co2NiGa is not really a half-metal, al-
though the population of states of the majority channel
is significantly lower than that of the majority channel,
yielding a polarization of the order of−0.52 at the ground
state. As pressure increases, there is an overall increase of
the polarization to about −0.57 at 18 GPa. Inflections in
the overall trend in the pressure dependence of the polar-
ization at pressures close to 12 GPa seem to be correlated
to qualitative changes in the electronic DOS of the major-
ity channel at the Fermi level.

As pressure is increased, interatomic distances shor-
ten. This is accompanied by depletion of the d-band, in-
creased overlapping of d-states and an increased metal-
licity and delocalization. This result in a decrease in mag-
netization with pressure, with changes of about 15% over
20 GPa. This negative pressure dependence of the magne-
tization leads to a positive value for the isotropic magne-
tostriction. The calculated magnetic exchange couplings

are mostly dominated by Co–Co and Co–Ni interactions.
Our calculations show them to be affected by pressure,
with the Co–Co couplings changing the most. Close ex-
amination of the pressure dependence of the Co–Co mag-
netic couplings suggests that the change is not uniform
across the different nearest neighbor interactions.

The Curie temperatures calculated using the mean-
field approximation and Monte Carlo simulations doe
not have a simple dependence with pressure but in gen-
eral, there is a monotonic decrease as function of pres-
sure. The negative pressure dependence (−0.73 K/Kbar)
of TC compares well with experimental measurements in
other Co2XY systems. The pressure dependence of the
Curie temperature and the total magnetization reveals
the weakly itinerant magnetism of this compound, where
a model incorporating spin fluctuations yields the re-
lationship d log M

dP = 2
3

d log Tc
dP . This relationship seems to

hold even at the highest pressures studied.
The dynamical structural factor was also calculated,

which represents the magnon spectra. We are able to re-
produce the cosinusoidal behavior at low pressures but
as the pressure is increased a large linear dispersion was
found. An optical branch was observed, which does not
extend over the whole Brillouin zone and which is consis-
tent with local spin flips and consistent with weak itiner-
ant ferromagnets as it is also determined by relating the
changes in the Curie temperature with the crystal mag-
netization. The optical-acoustic gap decreases slowly as
function of pressure. Explorations with temperature and
along other crystallographic directions are on their way.
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